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Abstract

A new method for controlling telerobots over vast
distances, where communication propagation delays ex-
ist. is presented. Such delays are potentially desta-
bilizing, and certainly degrade the human teleopera-
tor’s intuition and performance. Applications include
internet-based robotic systems, as well as underwater
and space-based systems. A canonical state space for-
mulation is presented, taking into account the time-
varying non-deterministic nature of the control and
observation delays. A model of the delay character-
tstics for the communication medium is also derived.
Using the state space framework a general purpose su-
pervisory architecture is developed, allowing the pro-
jection of human "intelligence” to the remote environ-
ment via the telerobot. Dynamics of the robotic system,
as well as the delay characteristics of the communica-
tion medium, become part of the design process. The
design criteria of transparency, generality, and safety
have been met and successfully tested in an experimen-
tal setup between Albugquergue, New Mexico and Wash-
ington Unaversity’s Center for Robotics and Automa-

tion.

1 Introduction

The remote control of telerobotic manipulators has
galned considerable attention in recent years. Issues
concerning communication channels, communication
propagation delay, bandwidth limitations, and telep-
resence have all been dealt with to varying degree. In
particular, great interest has been generated by the
ubiquitous Internet as a viable medium for remote sys-

tetns. Most remote control architectures fall into one
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of three approaches: predictive displays/control. bilat-
eral control, and teleprogramming.

Book et al [3] have used the internet as a high-level
supervisory controller. The remote operator has actual
and simulated work environments provided graphically
via the internet. The return channel is limited to ver-
bal instructions that are actually enacted by the oper-
ators local to the experiment.

Rovetta et al [8] used an eclectic mix of commu-
nication media for performing Telesurgery. The idea
is to use a local surgeon to perform the more general
aspects of the surgery, while a remote specialist takes
over for the more specific parts of the surgery. The
communication media include a modem for the trans-
fer of the robot commands, a satellite channel for the
image transmission, and the internet for documenting
the experiment and exchanging written communica-
tions. The remote surgeon’s commands were entered
via a keyboard during the July 1993 experiment. The
commands ‘telecontrolled’ the robot’s displacements.

Anderson [1] uses the internet as the mediun
for his SMART (Sequential Modular Architecture for
Robotics and Telerobotics) architecture. This bilateral
modular controller i1s based on earlier work guarantee-
ing the passivity of the architecture for a given delay.

Wakita et al [10] suggest a combination of intel-
ligent visual monitoring and a canonical set of high
level commands as a means of "Intelligently Monitor-
ing” remote telerobots. In an August 1995 experiment
they performed an internet based experiment hetween
the ETL lab at Tsukuba. Japan and the Jet Propat-
sion Laboratory (JPL) in Los Angeles. USA. They note
the importance of bandwidth in design considerations.
Due to this imitation they note that higher level com-
mands (requiring less bandwidth) is ideal. though the
abstraction of the command must be low cnough to
allow the easy intervention of the teleoperator o the
telerobot’s work.

Oboe and Fiorini {7} also suggests a bilateral ar-



chitecture for remote teleoperation. They discuss and
take into account the time-varying nature of the in-
ternet. and the nonhinear dynamics of the telerobot.
Au experiment is presented comprising of a hardware
based master, and virtual software slave manipulator

Bejezy et al [2] suggest use of the "phantom robot™
for remote teleoperation. The idea 1s to superimpose
a predictive robotic model over the live delayed video
feed from the remote system. Human “intelligence” is
ased to bridge any gaps in knowledge or model dis-
Crepancies.

Funda and Paul [5] suggest the concept of " Telepro-
grammiing” for dealing with controlling time-delayed
telerobots. The approach is based on creating a set
of symbolic instructions for accomodating the discrep-
ancy between the world and local model. The telerobot
executes instructions until their completion, unless an
unexpected occurrence such as a collision intervenes.
In such a case the telerobot awaits further instruc-
tions from the teleoperator who has a force-reflective
/ graphical model of the remote workeell.

Conway et al [4] present methods for “telean-
tonomous technology” or "teleautomation”™. Their mo-
tivation is to project intelligence over a distance, blend-
ing autonomy with human intelligence. Various teleau-
tomation "tools” are introduced, most notable is the
time-clutch. The time-clutch gives the teleoperator the
ability to engage and disengage the remote manipula-
tor temporally, giving greater flexibility and efficiency
in completing some task.

No discussion of remote teleoperation 1s complete
without discussion of the ambitious project by the Ger-
man Aerospace Research Establishment — ROTEX
[6].
in 1993 where 1t tested the viability of using ground
based supervision for space-based tasks. ROTEX was
an eclectic approach to remote teleoperation. It used
a n-step ahead discrete Kalman filter for prediction.
Active compliance was used to provide desirable dy-
namic response. Telesensorprogramming is introduced
for facilitating human interaction with the arm.

In Section 2 the time-varying delays and bandwidth
limitations for remote svstems are described. Using
these descriptions a state space model for controlling
such systems 1s presented. Section 3 builds an archi-
tecture around the state space model from Section 2.
This architecture relies on the teleoperator supplying
a trajectory to the telerobot which executes this tra-
Jectory semi-autonomously. The teleoperator only in-
tervenes in cases of unexpected circumstances. Section
4 presents the Experimental Results of this architec-
ture. and Section 5 provides concluding remarks and
directions for future research.

This arm flew on the Space Shuttle Columbia
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2 State Space Formulation

2.1 Delay and Bandwidth Limitations

The goal of this subsection is to describe the nature
of the propagation delay that is incurred, describe its
relationship to the bandwidth. and come up with a
delayed model for the state space systeni. The uni-
directional delay is designated L{t). It is only for il-
lustrative purposes and may denote the delay 1 either
the forward or backward direction. The delay h{l) may
be broken down into three components as follows:

h(t) By + Ralt) + hy (1) m

where:

e h,, 1s the nominal propagation delay. It represents
the time that it takes for the signal to physically
propagate without disturbance from its source to
its destination across the communication mediunn.
Its value may be experimentally determined and
18 non time-varying.

e hy is the disturbance delay. It represents the de-
viation from the expected delay that results from
unknown disturbances or even loss of information.
haq is non-deterministic and time-varying, though
its characteristics (1e. variance) may be known a
priori.

e hyis a step function that is based on the func-
tion hy. Since the data exchange is discrete the
only time that the disturbance delay is relevant is
when the information actually propagates. This
is reflected in the function hy.

e Ny is the bandwidth delay. Since information is
exchanged at finite rate b across the communica-
tion medium a corresponding time-varving delay
will be incurred whose form is known as seen i
Figure 1. The delay hp 1s a sawtooth function and
1s bounded as follows:

—- 1
h}, = - > ]I.;,(f) >0
b — -
The choice of b is the first important design con-
sideration of our system. A large value of b cn-
ables a greater exchange of information, as well
as reducing the effective delay of the system. On
the other hand, there may be practical limitations
to just how large a value may be chosen. Choos-
ing b too large may overload the commmunication
system, resulting in lost data and possibly an un-
timely shutdown.
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Figure 1: Delay Components

Figure 1 shows the breakdown of the uni-directional
delay into 1ts constituent parts. Note that the graph
is cumulative by nature. The delay in the observer
direction (information flowing from the telerobot side
to the teleoperator side) is handled differently than the
delay 1in the controller direction (information flowing
from the teleoperator side to the telerobot side). The
reason for the discrepancy is rather simple:

o In the observer direction it simply makes sense to
apply received information to the observer model
as soon as 1t is received.

o In the controller direction it is important for there
to be a static delay between the time the control
is sent from the teleoperator to the time it is ap-
plied by the telerobot. The static delay provides a
consistency in scheduling so that a causal nature
is established between teleoperator commands and
the predictive display resulting in greater telepres-
ence. This delay offset is designated h.. In other
words, if the control information arrives early it
should not be applied until h, seconds after it was
generated by the teleoperator.

Note that the value of the delay in Eq. (1) is differ-
ent depending on if it is in the observer or controller
direction. As stated In the above paragraph, it is prac-
tical to apply the observed information as it comes in.
Mathematically, this means that the delay in the ob-
server direction (h,) is defined as follows:

ho(t) h(t)

The delay in the control direction is evaluated slightly
differently. First, a control delay h. must be deter-
mined as a design consideration. As mentioned ear-
lier. h.'s value represents the ideal difference in time
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between when a control is applied at the teleoperator
and at the telerobot side of the system. It makes sense
to choose its value such that 1t is at least as large as the
maximumm value of the deterministic part of the delay
model:
h’C Z hn -+ /“)
Once the choice of h. is made a function Ah, (1) can
be used to model when h(t) exceeds h.:

h(t) — h,

hit)y > h,

Y

Figure 2: Composite Delay

he+Ah.(t) now represents the time difference between
when a control is generated by the teleoperator and en-
acted by the telerobot. The value of Ah.(1) is bounded
by Ah.. If this were not the case the system would ef-
fectively be open-loop. The solid line in Figure 2 rep-
resents this delay, while the dotted line represents the
cumulative delay from Figure 1.

2.2 State Space Derivation

The specific details of the state space model have
been presented by the authors in the literature le-
fore [9] and will only be presented briefly here. The
dynamic model of a robot is governed by a noulinear
dynamic equation. In the following approach nonlin-
ear feedback linearization (NFL} decoupling has becn
used locally by the telerobot so that the state predic-
tion may be carried out on a set of linear equations.
The literature is rich with examples of the use of NFILL.
and the reader is directed to [11] for further direction.



The representation for a time-delayved system consists
of the following equations:

41( )+ Biug(t) + Bous(t — h. — Ah (1))

Z( 2 (t ~ by, (1))

1=1

ity =

,Q
=
=
=
Il

where (1) is the joint space vector of dimension n
and y(1) is the task space vector of dimension m. [t
is assumed that wy{t), u2(t), and y(t) are measure-
able. though x(t) is not. Matrices A, By, B2, (7 are
time invariant and of appropriate dumension. The de-
lay components (Ah.(1), h,, (1)) are non-determimistic,
thne-varying. non-negative, and bounded Vj, Vi:

0<hy (t) < h,

0< Ahe(t) < Ak

The state space systemn represented by the state
equations have the following initial conditions:

x(t) = &) Yt € [-—/1,6,0]
us{l) = un(t) vt € [—he, 0]
Note that the state feedback is of the following form:

Wt +het) = Fa(t+ heft) + Ld(t + he]t)
us(t) Lds(t)

I

where d() is the nominal desired trajectory and ds()
is the supervisory augmentation to this nominal tra-
jectory. Note, therefore, that W; is generated locally
whereas us 1s supplied by the teleoperator in real-time.

Define the augmented variable T(t + h.|t) ~ z(t +
h.).%(t) as follows:

t+h,
Tt +hell) = ﬁ“mw+/ e
t
[B]H](mt) -+ BQ’UQ(H - hL)]dG]
n t+h
B = w0+ 3 G [T i
=1 Jt h,, ()

o[B1u1(B)t) + Bausa(0 — he)]db

resulting in the following canonical system:

T(t+ helt) = AT(t + helt) + By (¢ + helt)
+ Bausg(t) + Qu(t)
Y(t) = CRF[+ helt)
where:
q
f(f) — Z (~7€ hetho, (t))
J=
Q — FAhCB‘l

o) = wslt — he — Ahe(t)) — us(t — he)

and the usual assumptions for complete controliabil-
ity and observability are assumed. An observer of the
augmented variable T(1 4+ h.|t) is introduced as:

Wit + heft)y = D(thw{t + ht) + Biuy({ + hejt)

+ B llf_)(t) + E(f)T](f)

Finally, a weighting between the observer w{) and the
output of a dynamic simulator r() 1s combined linearly:
Ht+heft) = a@w(t+h )+ 3t + h 1)
to obtain the state index z() for the predictive display
and task planner as explained in the following section.

3 Architecture

Figure 3 exhibits the underlying structure of the re-
mote telerobotic architecture presented in this paper.
A trajectory is submitted to the planner for execution
by the telerobot. Execution proceeds normally, except
where intervening supervisory commands are provided
by the human teleoperator. The difficulty lies in the
fact that there is a random, time-varying communica-
tion propagation delay between the teleoperator and
telerobot. In most applications synchonicity in time is
a crucial problem and is dealt with here through use
of an Event Based Planner [11]. It is noted that Event
Based Planning, while integral to the architecture, is
not necessary for understanding the delay architecture.

a
h Y (s) Y(t)
i Planner Controller Robot Lt
H +
]
Motion Reference |

telerobot
[ RS vy

4 _ (s}

L Supervisory Command |g——

Figure 3: Supervisory Coutrol

Figure 4 provides more detail on the delay archi-

tecture idealized in Figure 3. The results of a state



predictor are combined with the results of a dynamic
simulator. The resulting state z() 1s used for provid-
ing the predicted state of the telerobot in the simulated
TGRIP workspace. The Human Interface also contains
a visual feed (delayed) from the remote workspace, as
well as a joystick imput to generate an appropriate su-
pervisory command dg(). Note that the nominal tra-
jectory d{) 1s always generated locally. It is only the
supervisory command that s generated, sent, and im-
plemented in a delayed fashion.

Dynamic
i Simulator
r(t+h [t)
d(s) Event/Reference |,
Generator
i Event/Reference d 4(8}
Generator z(t)
d(s)
z (t+h_|t)
\ /
L state Human Robot and
‘ Predictor Interface Controller
; y(t)
Delay

Figure 4: Time-Delayed Architecture

4 Experimental Results

During a plenary address of the 1997 IEEE Inter-
national Conference on Robotics and Automation in
Albuquerque, NM a live demonstration of this remote
architecture was performed. The teleoperator in Al-
buguerque controlled a PUMA robot located in Wash-
ington University’s Center for Robotics and Automa-
tion St. Louis, MO (approximately 1500 kilometers
distant). Communication was at 2 Hz via a UDP con-
nection. An audio and visual interface using SGI's In-
person was augmented hy a predictive interface using
Deneb’s TGRIP robotic workspace simulator.

The experiment begins with the teleoperator choos-
ing an appropriate data exchange rate and static delay
(h. was 1.5 seconds for the experiment). Next, the
teleoperator chooses a set point for the robot to move
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to. The telerobot ran autonomously in the remote en-
vironment while the teleoperator observed over the vi-
sual (delaved) and predictive interfaces. "T'he predic-
tive interface provided the teleoperator with enough
notice of unforseen circumstances (i.e. collisions) 10
take evasive actions. Upon deciding that mtervention
was needed the teleoperator used a jovstick interlace
to semi-autonomously work with the remote telerobot
to avoid an object. Once the teleoperator released the

Joystick the telerobot returned to the nominal trajec-

tory and completed the task at hand.

Figure 5 illustrates the various positional rms er-
rors using the following communication schemes to il-
lustrate the efficacy of the method used in this paper.
A move / avoid / recover operation is used for this
illustration.

e Use the time-forward observer on the teleoperator
side. Supervisory commands are implenmented /..
seconds after being sent by the teleoperator.

e A Just in Time (JIT)} communication paradigm.
where supervisory commands are implemented as
they arrive at the robot. rather than waiting /,
seconds.

e Same as the JIT paradigm, but without predic-

tiomn.
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Figure 5: Avoid positional errors

It is obvious that without prediction it i difficult
to obtain a rehable estimation for the stare of the re-
mote telerobol. Degradation also results in the secondd



case due to the irregularity in arrival of the supervi-
sory connnands. [t should be noted that using JI'T 15
a reasonable alternative in designs where information
must. be supplied as soon as possible, rather than be-
ing queued as in this paper. The tradeoff. though, is a
degradation in expected state as seen in Figure 5.

5 Conclusions

This paper has presented a promising architecture
for controlling remote telerobots. The goals of safety,
efficiency. telepresence, and transparency have been
met. Its effectiveness has been tested, including a live
demonstration during a Plenary address at the 1997
IEEE Conference on Robotics and Automation i Al-
buguerque, New Mexico. Such an architecture has
reacdly application to remote controlled space-based and
underwater robots. Additionally, it is highly relevant
to the nascent field of internet-based control.

There are a number of contributions presented in
this paper. First, a description of the delays inherent
in communication channels is discussed, and its rela-
tionship with bandwidth is analyzed. Secondly, a com-
prehensive state space model is presented taking into
account the time-varying nature of the delay. Finally,
a 'human in the loop” architecture based on the state
space model is illustrated. The architecture is flexi-
ble enough to allow the robot to execute commands
autonomously, while retaining the ability for the tele-
operator to intervene in certain circumstances. The
velocity, acceleration, and force feedback of the robotic
system are not limited due to the delayed nature of the
communication channel, but by the physical limits of
the system.

The ideal of this research area depends on the vir-
tual immersion of a human operator in the remote
workeell.  Future research, therefore, depends on the
development of more sophisticated vision systems to
extract the relevant data from the environment and
provide it to the teleoperator. Haptic and force reflec-
tive data should also be presented to augment these
means.
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